
18/02 - Stochastic Processes and White Noise

DEF: A sinchastic process (SP) is an infinite sequence of random variables
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realization

random variable

Time index random experiment realization fSeiting S means set the whole sequence

The definition extends the motion of"random variable" To signals Wil
Even if V. (t) . v (t)

. Volt) are different signal , if they are

realization of the same stocastic process V(t,
s)

, They are said To

be stochastically equivalent (generated by the same SP
,

not identical !) deterministic Signal v (t
.
5)

vandom variable v(E
, S)

To fully describe a si we will need to know how the probability distribution of v(S) evolves over The Time => Too DIFFICULT FOR

MODELING PURPOSE .

From mow on ,
we'll work with TheSo called WIDE . SENSE CHARATERIZATION Of Sir (mean Ivariance only)

his is afassian ,
so wiTh WIDESENSE CHARATERIZATION We could work only

with 5 andly ,
with some approximation To simplifyThe counts (simplier Than working

with The pdf)M
V(t

,5)

don't needTo remember it mean signal over t

expectation
DEF : The mean value ofa SP : m(t) = E[v(t

,
s)] = Spr(t,

s) pdf (s) ds

represent the average behaviour of the SP

-MDEF : The coveriance funcion of a SP : /(t..ta) = E[v(ts) - m(t)][v(ty
.s)- m(ta)]zuE

e ti = tz = 5 (t
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,t) = EMu(tis]-m(t))] variance schtifte = see the def.
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Could be useful To know To wake predition on the future tMi Mechaironic work with stationary sichastic process

siochastic processes
Si

SSP

DEF: A stationary stochastic process (SSP) is a Si with stationary sichastic processes

1) m(t) = m VE constat

2) &(t,te) = 0 <t., ti +5) = &(2) This does't depend on Ti .
Meaus That &St

.,ta) = & Sty,tylif ta-ty = <2-tr

even if ti tz tz #tu

m(t) =ffffffangsteffortante
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we cammotgo There 8(T)

Property of covariance &(T)

1) 510) = E[[V. St,s) - m)720 by construction Positivity

2) 18(I) 1 =540) Ve Non-increasing
3) &(2) = 5(2) V even function

moving
to the future ,

the correlation decreases
T

Observe

1) fivem an SSP vIt
,5) ,

we will write must) for mu) and

&v<t
.,tz) Cor 5v(I)) To indicate its mean and covariance

function
2) Two SSP V. (t, S) and Va(t

. s) are Wide-sense equivalent if mr= Mrz and

Yv
.
(5) = Fr

,
(2) Fr

3)the covariance funcion ELCV. (t.
S) -m) (Vz(t

.
5) . m)] is different from the correlation function E[v. (t,s) - Vest.s)]

if m + o

pdf
#> 1: v (t.s) = ↓(s) with 2/sl-I(1

,
55) (soX is a gaussian variable) .

I The process stationary ? Yes

S AFixing ↓(s) became a umber
,

so all the realization are constant

1) consiaut realization

1
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2) distributed the < (s) by definition of ↓(s) ~N(1. 53)

ftThe mean is a constant: m = EL(v(t
,s)] = E[X(s)] =1

The covariance : 0 (t
.. tu) = E[((t.. s) - 1) (VCtc

.
s) =1 )] = El (L(s) -1)3 = 3 Vt

,
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hey are the same because it is IN Sgassian)

-

consiaut realizations
-

distribution

of
-

omS
- Because both Mr and Xv do not depend

realizarli

-E 1 on t (They are constant)
.

The process is SSP
-
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Is the process stationary ? No

· m(t) = E[ vits1] = Eltx(s) - t] = E[tX(s]] - ETt] = EE[X(s]] · ElE] = t . 1-t = 0 constant VE

&
is a linear operatori

· 5(t
.,ti) = E[(V(t.,s)](Vtc

.
s))] = ELSt

.
X(s]= t

.
) [te X(s) - [22] tz = t,+ + = t

= E[(tX(s) - t)((t+ = (d(S) = (t + (]]

= El t(x(s) - 2)(t +y)(x(S) -1)]

= +(t + T)E[(X(s) - 1)]
3

= 3t(t+E] depends ontnot verified because

The variance is not constant !
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White Noise

-(t)A SSPe(t) is called white noise (WN) with mean / and variance *
&

if the following holds :

a) E[e(t)] = N mean value
*

b) E[(e(t) -y)y = Xi Variance

9) Je(t) = ETlect)-()(e(t++) -())) = 0 Otto ↳variance

E
....... -0

we will write e(t)-WN(y,
X) To define a white noise signal

Is an unpredictable process (o correllation on thefuture)
A constant signal e(t) like the one represented

e(t) here is possible?
This signal e(t)-WN(, X3) is the so

S called constat realization and is one

of the possible (but very unlikely) realization

of the WN
. We don't know the pdf.
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