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MA(n)24/02 - Autoregressive Models

The wain Weak point of MA is related to the choice of
5
.

MA(I) is practical but limited modeling power ; MA(00 casican model any SSP
,
but not usable in practice (00

coefficient) due To its heavy computation.

There exist a class of SSP That can Shape U(t) VT with a finite sei of coefficient : Autoregressive Models
.

DEF: LeT e(t) -WN(o
.
X) and consider y(t) = a,y(t-1) + acy(t-z) ...

+ amy(t - m) + e(t)
.

Then

y(t) is Sad AUTOREGRESSIVE MODEL of order m (AR(m)) ,
with m be The umber of coefficient.

y(t) depends on time and on its previous ovicome (y(t-1) ,y(t-2)
....

>

Ar Es steady-state solution of difference equation. We don't care about the initial condition
,
we only

consider the relationship with the imput

with e(t) -WN(o,
XIexample : Consider the process y(t) = a y(t - 1) + e(t)

stady-siate solution : y(t) = ay(t- 1) + e(t) write y(t- 1) = ay(t-2) + e(t- 1)

:

= a(ay(t-2) + e(t - 1))+ e(t)

= ay(t - 2) + e(t) + ae(t - 1) write y(t-2) =ay(t-3) + e(t-2)

= a(ay(t- 3) + e(t - 2)) + e(t) + ae(t - 1)

I can continue forever,
until ...

do not follow the = e(t) + ae(t - 1) + a e(t - 2) +... + atto y(to) with to + -ag

signal at the

beginning external excitation initial condition (do not consider
,follow The signal&

a some point

sition For Autoregressive Model (ogSSP) with CANNOT consider the

initial condition component in the solution = The initial part is notA SSP

The external excitation is a lineer combination that is a Male0) Levew

with a single coefficient)

S. ARCI) EMASON) With C = 1
,
C = &

, ...
.

This is why we shall obtain &(2) to also for T + +oo

Remark : Thenodeling power of MA(00) is still higher Than That of AR (1)
,
as the coefficient are constrained

.

ARMA models (Autoregressive + Moving Average models)

D LeT e(t) - WW(0
,
X) and consider a process y(t) made by an AR(m) and a MA(n) paris :

y(t) = a ,y(t - 1) + ...
+ amy(t-m) + (e(t) +... + en(t- n)

AR(m) MA[n]

&(t) is said ARMA (m . n)
,
with m be The ruber of coefficient of the AR(m) part , andn the same for MA(n) .

NA fin linear difference y(t)e(t)

equationAR

fin

fin
ARMA

ARMA are powerful for modeling Time Series



In practice ,
consider for example the acceleration of a car ...

Eaz az
acceleration of the chassis of a car

men
u(t)

physical block

u(t)

stGru az(t)
e(t] SSP

+

mathematical block

Combination of a physical phenomena and a mathematichal block
,

makes az(t) a SSP

ARMAX Models (ARMA + Exogemous part)
An ARMAX model addsTo The classic ARMA model an exogemous component That represents all the external input of

the process . So an ARMAX model is defined as :

AR(m)y(t) = a , y(t - 1) +... + am(t - m) +

u(t) -

↳ elt) +... + Cne(t-n) + MA(n)

30 u(t-b) +... + bpu(t- k-p) X(k,p)-where y(t)
- k : pure impur-output delay
-

p : order of exogemous part t

↳ stepsnumber of
N-ARMAX model (moulinear) before the output Starts

To change
y(t) = f(y(t - )

...., y(t - m)
,

e(t)
, . ...

e(t-n)
,
u(t-k) ....

(t- k-p))
where the function f could be :

neural-weiworkssplime waveleispolymonial

Is The AR model Stationary ? We need additional Tools To study the stationarity og models including AR parts

Operatorial Representation

BEF:. The backward-shift operator z" is defined as z" X(t) = x(t - 1)

· The forward-shift operator z is defined as zx(t) = X(t+1

PROPERTIES :

- Linearity : z" (ax(t) + by(t)) = zx(t) + z
-

yy(t)
-Recursive application : z" (z"(z+ (t(t))) = z

+ (z + (x(t - 1)) =... = z -3x(t) = x(t -3)

- Linear composition : (az" + bz + (z
=3

+ dzz) x(t) = ax(t - 1) + 3x(t+ 1) + (x(t-3) + dx(t+ z)

firem am ARMA (m .n) model :

y(t) = a.y(t - 1) + azy(t-2) +
... + Ge(t) +... + cme(t - n)

we can apply z" (backward-shift operator) :

y(t) = a, z
+y(t) + azz

-2y(t) +... + Coe(t) +
... + (nz

- e(t)

=> (1 - a. z" - azz
- 2 -

...
- amz-m)y(t) = (Co + C,z ... + cz

-")e(t)

co + Cz +... + (mz e(t)= et) = wzly(tz =

1 a , z- ...
-amz-m

discrete-Time Transfer function
Transfer function



Operations with Transfer function
Lei W(z) and M(z) be Transfer function of linear digital filters

u(t)
Series W(z) S(t) M(z) y(t)

y(t) = M(z)S(t) y(t) = M(z)w(z)v(t]

5(t) = W(z)v(t) product

X(t)w(z) y(t) = (w(z) + M(z)) w(t)y(t) = x(t) + v(t)

Parallel = W(z] v(t) + M(z) vCt] Sum
w(t]

T y(t)

M(z)
V(t)

Considering an ARMAX model now

=> a, z "y(t) + ... + amz
-

my(t)y(t) = a ,y(t - 1) +... + amy(t - m)

+ Coe(t) +... + (ne(t- n) =>Coe(t) +... + Enz
- he(t)

+ 300(t- 4) + ...
+ bpo(t - k-p) = boz-

u(t) + b
, z -z

" v(t) + ... + bpz
-

z
-Pu(t)

(1 - a,z" -
...

- amz-m)y(t) = (Co + C, z" +... + (z
- )e(t) + (bo + b

,
z" +... + bpz-P)z- u(t)

*(z) B(z][[z]

=> y(t) =Bz (t)+(t)e(t)- WN(0
.
x)

~(t) is "real"
,
whereas ect) is

e(t)
fictitious C(zYA(z) fictitious

y(t)real
t

u(t) B(zY/A(z)

C + 2z" =

Cot + E· both the negative/positive power of I will be used but please don't mix them !

1 az= k - ai

Poles/zeros zeres : roots of NUM

w(z) = C
poles : Voots ofDEN (im case of no cancelation)

Im

THEOREM : A linear digital filter with Transfer function W(Z) is

Xasympiotically stable if and only if all its poles are stricily inside

The unit circle (in the complex plane ( X

Re
*

THEOREM : The steady. state oripri y(t) stationary if and only if
9) e(t) is SSP (e(t) -WN(o

,
X) in our scenario

, so it's always True)

3) W(z) is asympratically stable


