
Im25/02 - Mean and covariance function of ARMA models

Ar (MA) process represents a SSP ifand only if The Transfer function W(Z)

is asympiotically stable (poles of WCZ) located inside the unary X

circle in The complex plane) . So Re
-1 1

w(z) =
C(z)

= A(z) = 0 = 1z,... 1 < 1
XA(z]

1- Y2z-

Example 1 : consider y(t) =

1+ y -
-

e(t) with e(t) - Wa(0
.
x)

w(z) = 1 A(z) =+ ==z= IzkW(z) is Asymptically sabea

& y(z) is a SSP
. Ifalso we havethat The zeros follows the same rule of the poles ,

we have

C(E) = z - / = 0 = z= = (() =y(t) is Minium phase

e(t) - WN(0
.
X)Example 2 : consider y(t) = e(t) +=e(t- 1) + 42(t- 2)

We needTofind first of all the Transfer function .
Start by appling the backward - Shift operator Et :

y(t) = (1 + 2z" + (z-3)e(t) = w(z) = 1 +1z" + (pz = MA(z)

The Transfer function must be in theform of WCZT=C To see the poles .
So we multiply by %" To see the poles :

w(z) = 1+1z" +1z-2
. z422 =

z+ y2z + 44

zz
This is always the case (for Ma processes) : z = 0

This a MA process y(t)= e(t) That is always SSP calso proved) indipendentlyby coefficient (the poles
are always in0)

Important reminder

- MA(n) process
has always n montrivial zeros and n poles ,

all lying on the origin (This is also called "all-zeros"process)
- AR(m) process has n nontrivial poles ,

has n zeros all lying on the origin (This is also called "all-poles" process)

Mean and covariance function

suppose our model is asympiotically stable (iT represents a ssp)
,

how we can compute the mean and the covariance function ?

Let's Startfrom a simple case :

e(t) - WN(0,
X* >y(t) = ay(t- 1) + e(t)

We needto assume y(t) is SP and place a condition regarding a:

y(t) =ay(t -1) + e(t) = (1- az (y(t) = e(t) = y(t) =
1 z/ze(t) = w(z) =z-a

1- az- 1

where the poles are z = a and so
.
The condition will be la1 in order To lety(t) a SP.

#can write y(t) as an MA(O) ...
and useThe Tools we already know to compute The mean and covariance function

LongDivision : I have To divide <(2)A(z) as lang as you want...

Continue unTil wo rest... (infinite many Times)
1 1 - az-1

1 - az
-1 InThis way , we can write1 + az-1

...

0 + az
-

y(t) = <(z)e(t) = (1+ az" +... )e(t) = E(z)e(t)- az
-= az

- 2

A[z)
0 az=2

To obtain no resi
,
Ineed To divide YA infinity many Times. So E(2) is a

Polymom of order 0> y(t) is written as MA(00)

# is notpratical with amon finitember of coefficient



MEAN : ETy(t)] = my = Elay(t-1) + e(t)] = aElyCt-1]] + ETeCt]] = aEly(ti7] + me

DueTo the supposition made before (y(t) is SSP) we have that Ely(t-13] = ETy(t]] ,
and So

me = 0my = a my +me => my =
1-a

where 1-ao due toThe condition laki

VAR: Jy(0) = E [(y(t) -my)) = E[y2(t)]
= E (ay(t- 1) + 2(t))]

= ETay(t- 1) + ext) + 2ay(t- 1)e(t)]
* Proof of That later...

= a E [y(t- 1)] + E[e(t)] + 2aE [y(t -1)e(t)]
X

Being y(t) a SSP
, we can write Ely< (t-1)] = Ely(t)] = Sy(0) .

So

rember That la115y(0) = a - Jy(0) + x = dy(x) = 1-a
=

X

Cov : 5y(1) = El(y(t) -my)(y(t - 1) .my)] = Et y(t)y(t- 1)]

= Et(ay(t- 1) + e(t))y(t-1)]

= E [ay
=(t- 1) + e(t)y(t -1)]

= aE[y2(t- 1)] + Ete(t)y(t-)]o => Xy(1) = aty(p)
Xy(0)

5y(z) = E [y(t)y(t-2)]

= E[(ay(t - 1) +e(t)(y(t -2)]

= E[ay(t+ (y(t -2)4+ E[e(t)y(t-2)]o - (y(z) = aE[y(t -1)y(t-2)] = a8y()

So we can intuitively find that

Yy(3) = a5y(z) 8y(t) = aty(5- 1)Xy(4) = aXy(b) ... 5y(0) = 1ax
These are a Recursive set of equation (in The sense that each equation depends on the previous one)

These set of equation is called *le-walker equation for AR(1) model

8y(t)

possible realizationConditions : 1911 ase

* 41-a
.

~V t

slow signals
&

T

8y(t)

conditions : lak1 aso

· Mantaf
->

vapid changing signals



Prof : Ete(t)y(t -T)] = 0 foro
Rember Thaty(t) = e(t) + ae(t-1) + abe(t-2) ...

Them : y(t - 1) = e(t- 1) + ae(t -2) + ad e(t-b) ... is a simple Translation in Time domain of y(t)
So

E [e(t)y(t- 1)] = E[e(t)[e(t - 1) + ae(t -2) +
... 3]

&

- ETe(t)e(t-1)] + aE[eCt]e(t-1]] + ...

An terms are o because ect)-WN(0,) and
,
in Two distinct time instaut ,

the white moise are

uncorrelated.

Mean and covariance function of ARMA (n, m)

Consider the following model y(t) = Any(t-1) +... + any(t-n) + Coe(t) +... + ame(t-m) and assumeThat

a...... an are such that y(t) is SSP.

MEAN : ETy(t)] = E[a. y(t - 1) + ... + any(t-n) + Coe(t) +... + ame(t-m)]

= a. ETy(t- 1)] + ... + an ETy(t-n)] + GE[e(t)] + .... + cmE[e(t-m)]
my me

=> (1-a. ...
- andmy = (Cot ... + Cm) me my = Come

CoVARIANCE : Jy(0) = Ety"(t)]
2

= E[(a, y(t - 1) + ... + any(t-n) + Coe(t) +... + ame(t-m))]

= E[ay(t - 1) +... + any(t-n) + ce2(t) +... + cre(t-m) +

&(i) and Other Sy's2a,azy(t-1y(t- 2) +... +

2a, ce(t)y(t- 1) +... + combination of producis ofAr and MAparis

2 coc, e(t) e(t - 1) +.... = 8

3.

5)(0) depends on some by ()

& (0) = ai Xy(0) + azyy(0) +... + 2a, 925y(1) +... Need To solve a system of m equation

Yy() = a. xy(0) +... + Xy() +... + Xy(z) +...S :

&y(n- 1) = a , 5y(n-2) + ...

Set ofm recursive equation for the inizialization for the Yole-Walker equationfor ARMA (n,
m)

What about my and by(i) if elt) is mon-zero mean ? fivem e(t)wWN(p.) with NO (possibly

T=0 : Et(e(t) -y)] = X constant

= = E[ e2(t) +y - 2pe(t)] = E[e(t)] + E[p] - zyE[e(t)]
= E[e2(t)] +pa -2pp
= E[ 2 (t)] -y

=
= X => ETect)] = X * +y

2 Avrocorrelation

Eto : Elle(t) -y)(est -- ( ,)] = 0

=> ETe(t)e(t-[3] + /2 - pEtelts)] -pEtelti] = EleCtle(t-z)] +N2 -y2 -/2
=> Electle(t-5)] =y

= V5y0

Instead of computing Vy(i) using the definition (This would be numbersome)
,
we define the "unbiased"

version of elt) and y(t) (we remove the offset)
e(t) = e(t) y(t) = y(t) -

my



Y(t) = y(t) -

my

= a ,y(t - 1) + ... + amy(t- m) -

my
= a. (j(t - 1) +my) + az(j(t -2) - my) + ...

- my we do the same for e(t)

= a. j(t- 1) + azy(t -2) +... + C(t) +... + Ge(t -n) -cro-mean wa

+ a, My +... + Am My + CON +... + CuN-my
= a. j(t- 1) + azy(t -2) +... + C(t) +... + GE(t -n) - (- a, ...

- am) my + (2 +... + a)
mean value og an ARMA process => both are O

Remember That my =
Cot... + Cn

me =T N ,
S (1-a ... -am) my = (Cmy

1-a. -... - Am

ITmeans that we can computej(t) as the covariance funcion of a process generated by a zero-mean

wa(0
,
X* )

Xy(t) = E[y(t)y(t -5)] = ET(y(t) -my)(y(t -z) -my)] = 5y(t)

Working with the umbiased process doesn't change the measure ofthe variance


