
-4/03 - Prediction

e(t) W(z)# is possible To represent a SP in several way ,
but these representation are not unique. For a y(t)

given SSP g(t) There may exist infinitely many W(t) and eCt) That reproduce y(t) as output

Case 2 : Consider a simple process y(t) = W(zle(t) with eCt]vWNCo
.
X)

. We can write
, for LER

,
That

g(t)=W(z)e(t)I Define W(z) = /W(z) and(t) : de(t) ThaT ECt)-Ww(0
,
22x2) .

So I can write The process as

y(t) = w(z)(t)

Case 2 : Consider a simple process y(t) = W(zle(t) with eCt]vWNCo
.
X)

. We can write

y(t) = zw(z)e(t)
zuI efine [(z) = zVW(z) and E(t) = z"e(t) = e(t- 1) soMhaT ECtIwWN[o.

X)
.

So I can write the process asB

y(z) = W(z)e(t)

Case 3: Consider a simple process y(t) = W(zle(t) with eCt]vWNCo
.
X1

. We can write
, for peK , 1pl1.

y(t) = W(z)EPe(t)I z- P
Begime W(z) = WCG) E-P/z-p (obtaining an higher degree polynoms-different from the original but same dynamic) and

E(t) = e(t) .
So I can write the process as y(t) : W(z) ect)

Case 4 : Consider a simple process y(t) = W(zle(t) with eCt]-Waco
.

X"). high pass filter

e(t)
. Define W(zL = W(z) (z-)We cam write W(zl as W(zl = W. (z)(z-g) so y(t) = Wi(z)(z-)2

-9I z-/9
and ECt) =*-9 z-4g . e(t) (which is still a white neisel

.
So I can write the process as y(t) = W(z)e(t)

Proof:(t)=ge(t) is a white nos on

We know that Ct) is compried es oriput of G(z) , so the specirum of the process [Ct) will be defined as
2

↑e(w) = Ne(w)/GCeiw)1 = Necus/exc-geiw. 11g /

(eiw-g)(e-jw
-g)M(w] X=

Leiw-yg)(e-= /g)

-

1+g2g(ejw+ q
-jw) 1+q2-g(zcosw) *x2 =

1)+ 192 - Yg(ejw+ e
- jw) 1+ 12=g(zcosw)

W
-Th T

=
9/2+ 1=g(zcsw)x = g2x Fu

1+ 12=g(zcosw)

So The shape is again flat ,
as happened for the White naise. So Yes,(t) is a white noise with scaled variance

e(t)Tza T(z) v(t]·
is called ALL-PASS FILTER Callfrequencies are buffered) .

My(w) = 1 T(eiw))"Me(w) = Pecul
1

y(t) and eCt) are equivalent (mot equal) : e(t)vWN(0.> y(ti -WN(o
,x)

# The following we will need To define any SSP in a unique way. The following result allows us To select The

So called CANONICAL REPRESENTATION.



THEOMEM : LeT y(t) be a SSP with My(w) rational. There exists a unique pair (W(z) , e(t)) if and only if
given W(z) =

<(z)
A(z)

1) [(z) and A(z) are monic (((z) = 1 + 4z +... A(z) = 1 + az" + ... )

2) [(z) and A(z) have null relative degree 1) = m -n ~this means That 8 = #poles - #zeroes)

3) C(z) and A(z) are coprime (no common factor (

4) [(z) and Alz) have roois inside the unit circle

Given a SSP y(t) in canonical form and a specific realization y(0)
, ...,Y(t) ,

how can we predict the future value of the

Time

process at a generic time ++ h? y(t) iusiant To

value To predict
predict ?

y(t)= et) eCt)-WNGu CAN

We demote ylt+kIt) The PREDICTOR aT Time tak
, given t.eff<or j(tIt-1) The predictor at time t given a pasi sample at t-m]

↓ Ziee
Example of predicious : y(0)

1)y(t) = W(z)e(t)= e(t) = my= me

2) j(t + k(t) =y(t)ory(t+k(t) =

y
+ (y(t) + y(t- 1) + y(t-z))ory(t+k(t) =

y
+ (zy(t) + =y(t- 1) +zy(t-z)

Under some assumption , they are all good "noive" predicious , but :

1) uses only information about the model (C...... In
, D...., am are all model parameters

2) uses only the data

We would like(tthIt) To be "optimal" in some sense/so we need an optuality criteria) and we would like to

eploit all the information we have
, so both model and data values

e(t)
W(z) y(t)

Model

j(t+b(t) predictor

past data
..., y (t-100]

, ...,y(t)

How can we measure the quality of a predictor?

J(y) = E[(y(t+ k) -y(t+k(t)]] = E[e(t+b(t)3]MEAN SQUARE prediction error :

which predictor (t+ hit] minimizes 5)(j) ? The predictor musi be a function of bath model information and data

& (t+ h | t) = f(model ,
data) HARD TO Solve (in the general setting

Since we work with linear models ,
wa will focus on linear predictors

Linear predictors :

(t+k(t) = Goy(t) + 2.y(t - 13 +...005Liy(t-i) LiEI such ThaT Gis-oo

where

- Lo
,
L, ... are parameters about the model

y(t) Fx(z)- y(t) ,y(t- 1) refers to the available data j(t+k(t)

Using the backwardShift operator , the predictor will be written as

&(t+ h(t) = (20 + x, z" +... )y(t) = Fy(z)y(t)

The good now is tofind do
,
L, ... of the linear predictor (thIt

,
d) =Ediy(ti) So that the mean square prediction

error JCL) = Etty(t+ k) - y(t+h(t
, 2))2] iswiminized

.

= [(y(t+ k(t) - y(t +k(t
. x))3]* = angein,



Solution of the design problem: Consider a simple process y(t) = W(zle(t) with eCt]-WNCo
.
X)

. We can write

The ARMA y(t) into am MA(007

y(t) = woe(t) + w, e(t - 1) + wze(t-2) +... = 5wie(t- i)

but at time t-1
,
The process will simply beThe Time Translation of y(t)

y(t- 1) = woe(t- 1) + w . e(t-2) +... = [0w.e(t - i -1)

AThe same time ,
The predictor can be written as

-e -

y (t+ k(+) = 20[w . e(t- i) + 2,w. e(t- i -1) +
...

So is written as past values of e(t) /pasi values of white noise (
+88

& (t+ k(t) = Boe(t) + B,
e(t- 1) +

... =Bie(t- i)

Reformulate The Optimization problem with respect To & in Terms of a new optimization problem with respect to p.

V(p) = E[(y(t + k) - y(t+ k(t
,p))]

and =

arguin V(B) .
In This way ,

itwill be easier to find The solution
.

We can write the prediction at time th as

k- 1

y(t+ k) = z
+

0 w
, e(t -i + k) = [0wje(t + k -j) + 20 With e(t- i)

combination of future sample of eCt] pasi/present value of e(t)

the optinization problem V(p) in this way become

V(B) = E[(y(t + k) - y(t+b(t))]
= E[([owje(t + h -j) + 2whie(t- i) - [003: e(t -i))]

= E[(wje(t + b -j)] + (200(Wa -Bile(t-i)) + 2[we(t+-j))(200(Wa -Bile(t-i))]
not function of p offset all eCt)'s are uncorrelated at different Time

instant <never coincide in Time instant - always of

=Wati-Bile(t-i)(2) 20 Bi = wai Fi = 0
....The optical predictor is given by

~primal linear predictor : From thenoise we need elt) and infinite amount of coefficient (not comportable)
+

y(t + h(t) = [Wk+ie(t- i)


