
24103 - Nomparametric Identification
In Time Series Domain have worked with stationary stochastic processes , Looking only I realization you cannot inferthe other. We

would like
, starting from a portion of a single realization of SSP

,
we

y(t) may wantTo infer some of its statistical properties
specirum (T(wilmean (my) covariance <Xy(t7)

S far we have followed these stepsTo find Them : Collect measurement
,

create a data set
, identify the model W(Z) ,

and comprie the desiredMine
inference (mai directl

measure my = Ely(t3] = W(ilETeCt)] This a model based approacht

Sample based estination

Sample Mean : we want to find a direct estination of The expected value my of y (t)

DN = (y(1) .
. . . y(N)Y = my = E [y(t)]

The most natural estimator is the mean over time .

N

in =Y= y(t)
Is this a "good" estimator for the real my ? We need to define what "good" means :

BEF Property of correctness : an estimator is correct if the expected value of the estimator is equal to the probabilistic

property To be estimated

# The mean Elmn] : my . Is ni correct ? Yes !

Elmin] = El YNIyCt)] = Yn[ ElyCet] = YNmy = Not my = my

Is correctness enough ?

DF: Consistency : an estinator is consistent if the variance of the estination error Tends To zero
,

as theuuber

of daiaTemdsTo a

For the mean : El(min-my() +> o gooN-too . Is mw consistent ? For example ,
consider y(t.s) = v(s) It

with v(s) ~N/0
,
1)

E[Swin-my >] = E[(YN [ y(ts) -my ] = E[SYNEv(s]]]

= ELIN · IN vCsIY] = E[rYs1] = 1 FN

The variance is constantTo 1 for any N (more sample does not cod any information) . So this is not consistent !

Theorem: if &(5) to as like +oo
.
Then mi is consistent

The condition &(5) -o for Kil-too is True for all ARMA/ARMAX processes (for The ARMAX one ,
the exogenous part is

always deterministic and fully known).

Covariance Function : we want to find a direct estination

Dn = Gy(1) , . . .
, y(N)Y -> Xy(z) = E[y(t)y(t -5)] Ve

For semplicity we assume my=o without loss of generality. One possible estimator is

&N() = YNT [Ny(t)y(t+=)(005w(t) =Yy(t)y(t-i

NotToday Tove
,
but we damm compre close To Theona

average over N elements

average over N-1 elements

· Jr(N-1) = [ y()y(t+= =N3] . 41
average compried over one single pair of samples

· From a practical point of view
,

we can compute in a reliable may only for T<N-1



what aboutnegative? We recall that Xy(i) = Jy(i) ,
so we consider Iit instead of simply i ; so we can write

N- 1)X() =N-(t)[ny(t)g(t + 15)

· Is En() correct ? By appling The formula :

E[JnCt)] = ET Y= [ y(t)y(t+T)) = YN - [E[y(t)y(t++ 1]

= (N-TXy( = JyG
· Is & (i) consistent ? We have to introduce a new Theorem

Theorem : Jn(t) is consistenting X(t) + 0 for Tt + 0

Special Density : we want to find a direct estination
+

FuDN = Gy(1) , . . .

. y(N)] => My(w)=) ju

One possible estinator is

Mccl =I(2)we

T

we have a problem due to the approximation :

- sum boundaries : (N-1) and -(N-1)

· &(t) from previous approximation

This is again an undirect mon parametric estimator as we needTo estimate dir (t) first

I NN(w) correct ? Et Mw(w)] = ETEENG)e-iWT]

= EETy()]e-WE is correct so this coincide with Jy(i)
N- 1

= [Jy(t)eJWT
* My(w)

- (N-1)

This is not correct (Since - (N-1) #00 and N-1 * tool but it is asymptotically correct ,
so

lim VaE [T (c) 3 = My (c1
N- +e

Is Nocul consistent ? ELSMCW) - My(cos(2] -> My(w) for Ne +o

The error is large with large quantity themMoreover : E[C NECco - B(w.2) [M(wal-My(wall] -> 0 ↑(w)

no correlation between errors at w. and We

Wi
There are several way To deal with that

.
One is AVERAGINGor "regularization") :

Take The dataset and divide it into fixed portion and compute the estination of only one portion
If N is large alsois good To be used for estimation

1NN
The average will compensate the flucination of each predictor

1 N So :

=~
(2) j No (w) = 55ll[w)(w

11 >
[i] FII[w] (w)CuT

We could prove thatI is "large" them

E [CEnCul-Mycwil"] = E[CN(W) - My (ll"]↑(w]

we are introducing a really small bias (cam be ignored) with N very large↑a (w)

The number of parts cammot be Too large ,
otherwise the estimate wouldminimumen- be biased (bias/variance Tradeoff not convinient anymore !
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The sampled Spectrum is Tipically computationally ware denanding than the other sample estimators .
Let's Take a different

estimator of Jy(t)
&()= (t)y(t+1) This is only asymptotically correct

1T can be proven that Filt = [Jw()ewe is equivalent To Fw(5)=y(testR

So you can see thatw cam be computed directly from y(t) andThis is The Discrete Fourier Transformation DFT

of y(t) <we can comprie this easily with a lot of Tool (


